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Twitter's Recommendation Algorithm

Twitter's Recommendation Algorithm is a set of services and jobs that are responsible for serving feeds of Tweets and
other content across all Twitter product surfaces (e.g. For You Timeline, Search, Explore, Notifications). For an
introduction to how the algorithm works, please refer to our engineering blog.
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Datasets for language models have rapidly expanded, culminating in the Common Crawl dataset” [RSR ™ 19] constituting . N N NN
nearly a trillion words. This size of dataset is sufficient to train our largest models without ever updating on the same ?ﬁ QHJJ& k /J \ j‘ s}% 73' \%
sequence twice. However, we have found that unfiltered or lightly filtered versions of Common Crawl tend to have - N N l—- Iy /
lower quality than more curated datasets. Therefore, we took 3 steps to improve the average quality of our datasets

(1) we downloaded and filtered a version of CommonCrawl based on similarity to a range of high-quality reference

corpora, (2) we performed fuzzy deduplication at the document level, within and across datasets, to prevent redundancy

and preserve the integrity of our held-out validation set as an accurate measure of overfitting, and (3) we also added

known high-quality reference corpora to the training mix to augment CommonCrawl and increase its diversity.

Details of the first two points (processing of Common Crawl) are described in Appendix A. For the third, we added
several curated high-quality datasets, including an expanded version of the WebText dataset [RWC ™ 19], collected
by scraping links over a longer period of time, and first described in [KMH " 20], two internet-based books corpora
(Books1 and Books2) and English-language Wikipedia.

Table 2.2 shows the final mixture of datasets that we used in training. The CommonCrawl data was downloaded from
41 shards of monthly CommonCrawl covering 2016 to 2019, constituting 45TB of compressed plaintext before filtering
and 570GB after filtering, roughly equivalent to 400 billion byte-pair-encoded tokens. Note that during training, datasets
are not sampled in proportion to their size, but rather datasets we view as higher-quality are sampled more frequently
such that CommonCrawl and Books2 datasets are sampled less than once during training, but the other datasets are
sampled 2-3 times. This essentiallv accepts a small amount of overfitting in exchange for higher auality training data.

@OpenAI GPT3
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2.2 Training Dataset

Datasets for language models have rapidly expanded, culminating in the Common Crawl dataset” [RSR ™ 19] constituting This report focuses on the capabilities, limitations, and safety properties of GPT-4. GPT-4is a
nearly a trillion words. This size of dataset is sufficient to train our largest models without ever updating on the same Transformer-style model [39] pre-trained to predict the next token in a document, using both publicly
sequence twice. However, we have found that unfiltered or lightly filtered versions of Common Crawl tend to have . . . . .

lower quality than more curated datasets. Therefore, we took 3 steps to improve the average quality of our datasets avallaple data (suc_h b mFe[:net data) and data hc,e nsed from third-party providers. The mmel Was
(1) we downloaded and filtered a version of CommonCrawl based on similarity to a range of high-quality reference then hne-tqqed using Reinforcement l‘emg @m Human Feedback (RLHF ) [40]. G'Ye“ both
corpora, (2) we performed fuzzy deduplication at the document level, within and across datasets, to prevent redundancy ~ . e e - Tt

and preserve the integrity of our held-out validation set as an accurate measure of overfitting, and (3) we also added contains no further details about the architecture (including model size), hardware, training compute,

known high-quality reference corpora to the training mix to augment CommonCrawl and increase its diversity.

dataset construction, training method, or similar.

Details of the first two points (processing of Common Crawl) are described in Appendix A. For the third, we added

several curated high-quality datasets, including an expanded version of the WebText dataset [RWC ™ 19], collected We are committed to independent auditing of our lechno]ogiei. and shared some initial steps and
by scraping links over a longer period of time, and first described in [KMH " 20], two internet-based books corpora ideas in this area in the system card accompanying this release.” We plan to make further technical
(Booksl and Books2) and English-language Wikipedia. details available to additional third parties who can advise us on how to weigh the competitive and
Table 2.2 shows the final mixture of datasets that we used in training. The CommonCrawl data was downloaded from safety considerations above against the scientific value of further transparency.

41 shards of monthly CommonCrawl covering 2016 to 2019, constituting 45TB of compressed plaintext before filtering
and 570GB after filtering, roughly equivalent to 400 billion byte-pair-encoded tokens. Note that during training, datasets

are not sampled in proportion to their size, but rather datasets we view as higher-quality are sampled more frequently
such that CommonCrawl and Books2 datasets are sampled less than once during training, but the other datasets are 0 pen AI
sampled 2-3 times. This essentiallv accepts a small amount of overfitting in exchange for higher auality training data.

@OpenAI GPT3 —EMIE: FRT AT EEMEGE



N ciesisnmEn REs

2.2 Training Dataset

Datasets for language models have rapidly expanded, culminating in the Common Crawl dataset” [RSR ™ 19] constituting
nearly a trillion words. This size of dataset is sufficient to train our largest models without ever updating on the same
sequence twice. However, we have found that unfiltered or lightly filtered versions of Common Crawl tend to have
lower quality than more curated datasets. Therefore, we took 3 steps to improve the average quality of our datasets
(1) we downloaded and filtered a version of CommonCrawl based on similarity to a range of high-quality reference
corpora, (2) we performed fuzzy deduplication at the document level, within and across datasets, to prevent redundancy
and preserve the integrity of our held-out validation set as an accurate measure of overfitting, and (3) we also added
known high-quality reference corpora to the training mix to augment CommonCrawl and increase its diversity.

Details of the first two points (processing of Common Crawl) are described in Appendix A. For the third, we added
several curated high-quality datasets, including an expanded version of the WebText dataset [RWC ™ 19], collected
by scraping links over a longer period of time, and first described in [KMH " 20], two internet-based books corpora
(Books| and Books2) and English-language Wikipedia.

Table 2.2 shows the final mixture of datasets that we used in training. The CommonCrawl data was downloaded from
41 shards of monthly CommonCrawl covering 2016 to 2019, constituting 45TB of compressed plaintext before filtering
and 570GB after filtering, roughly equivalent to 400 billion byte-pair-encoded tokens. Note that during training, datasets
are not sampled in proportion to their size, but rather datasets we view as higher-quality are sampled more frequently
such that CommonCrawl and Books2 datasets are sampled less than once during training, but the other datasets are
sampled 2-3 times. This essentiallv accepts a small amount of overfitting in exchange for higher auality training data.

@ 0openAI GPT3

LLAMA 2, an updated version of LLAMA 1, trained on a new mix of publicly available data. We also
increased the size of the pretraining corpus by 40%, doubled the context length of the model, and
adopted grouped-query attention (Ainslie et al., 2023). We are releasing variants of LLama 2 with
7B, 13B, and 70B parameters. We have also trained 34B variants, which we report on in this paper

but are not releasing

. LLama 2-CHaT, a fine-tuned version of LLama 2 that is optimized for dialogue use cases. We release

variants of this model with 7B, 13B, and 70B parameters as well.

QO Meta LLaMa 2

This report focuses on the capabilities, limitations, and safety properties of GPT-4. GPT-4'is'a
Transformer-style model [39] pre-trained to predict the next token in a document, using both publicly
available data (such as internet data) and data licensed from third-party providers. The model was
then fine-tuned using Reinforcement Learning from Human Feedback (RLHF) [40]. Given both

contains no further details about the architecture (including model size), hardware, training compute,
dataset construction, training method, or similar.

We are committed to independent auditing of our technologies, and shared some initial steps and
ideas in this area in the system card accompanying this release.” We plan to make further technical
details available to additional third parties who can advise us on how to weigh the competitive and
safety considerations above against the scientific value of further transparency.

@ openAI GPT4
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2.2 Training Dataset

Datasets for language models have rapidly expanded, culminating in the Common Crawl dataset” [RSR ™ 19] constituting
nearly a trillion words. This size of dataset is sufficient to train our largest models without ever updating on the same
sequence twice. However, we have found that unfiltered or lightly filtered versions of Common Crawl tend to have
lower quality than more curated datasets. Therefore, we took 3 steps to improve the average quality of our datasets
(1) we downloaded and filtered a version of CommonCrawl based on similarity to a range of high-quality reference
corpora, (2) we performed fuzzy deduplication at the document level, within and across datasets, to prevent redundancy
and preserve the integrity of our held-out validation set as an accurate measure of overfitting, and (3) we also added
known high-quality reference corpora to the training mix to augment CommonCrawl and increase its diversity.

Details of the first two points (processing of Common Crawl) are described in Appendix A. For the third, we added
several curated high-quality datasets, including an expanded version of the WebText dataset [RWC ™ 19], collected
by scraping links over a longer period of time, and first described in [KMH " 20], two internet-based books corpora
(Books! and Books2) and English-language Wikipedia.

Table 2.2 shows the final mixture of datasets that we used in training. The CommonCrawl data was downloaded from
41 shards of monthly CommonCrawl covering 2016 to 2019, constituting 45TB of compressed plaintext before filtering
and 570GB after filtering, roughly equivalent to 400 billion byte-pair-encoded tokens. Note that during training, datasets
are not sampled in proportion to their size, but rather datasets we view as higher-quality are sampled more frequently
such that CommonCrawl and Books2 datasets are sampled less than once during training, but the other datasets are
sampled 2-3 times. This essentiallv accepts a small amount of overfitting in exchange for higher auality training data.

@ 0openAl GPT2,

This report focuses on the capabilities, limitations, and safety properties of GPT-4. GPT-4'is'a
Transformer-style model [39] pre-trained to predict the next token in a document, using both publicly
available data (such as internet data) and data licensed from third-party providers. The model was
then fine-tuned using Reinforcement Learning from Human Feedback (RLHF) [40]. Given both

contains no further details about the architecture (including model size), hardware, training compute,
dataset construction, training method, or similar.

We are committed to independent auditing of our technologies, and shared some initial steps and
ideas in this area in the system card accompanying this release.” We plan to make further technical
details available to additional third parties who can advise us on how to weigh the competitive and
safety considerations above against the scientific value of further transparency.

@ openAI GPT4
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Pretraining

Training Data

Gemma 2B and 7B are trained on 2T and 6T

1§ LLAMA 2, an updated version of LLAMA 1, trained on a new mix ot publicly available data. We also
increased the size of the pretraining corpus by 40%, doubled the context length of the model, and
adopted grouped-query attention (Ainslie et al., 2023). We are releasing variants of LLama 2 with
7B, 13B, and 70B parameters. We have also trained 34B variants, which we report on in this paper

but are not releasing.

2. Lrama 2-CHAT, a fine-tuned version of LLama 2 that is optimized for dialogue use cases. We release
variants of this model with 7B, 13B, and 70B parameters as well.

QO Meta LLaMa 2

tokens respectively of primarily-English data from
web documents, mathematics, and code. Unlike
Gemini, these models are not multimodal, nor are
they trained for state-of-the-art performance on

multilingual tasks.

We use a subset of the SentencePiece tokenizer
(Kudo and Richardson, 2018) of Gemini for com-
patibility. It splits digits, does not remove extra
whitespace, and relies on byte-level encodings for
unknown tokens, following the techniques used
for both (Chowdhery et al., 2022) and (Gemini
Team, 2023). The vocabulary size is 256k tokens.

Google Gemma
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openal OpenAl
client = OpenAI()

completion = client.chat.completions.create(

model=

messages=[
i :
i :

int{completion.choices[0].message)

GPT-3.5 Turbo
GPT-3.5 Turbo models can understand and generate natural language or code and have been optimized for
chat using the Chat Completions APl but work well for non-chat tasks as well.

CONTEXT
MODEL DESCRIPTION WINDOW TRAINING DATA
gpt-3.5-turbo-0125 New Updated GPT 3.5 Turbo 16,385 tokens Upto Sep 2021

The latest GPT-3.5 Turbo model with
higher accuracy at responding in
requested formats and a fix for a bug
which caused a text encoding issue
for non-English language function
calls. Returns a maximum of 4,096
output tokens. Learn mor

gpt-3.5-turbo Currently points to gpt-3. 5-turbo- 16,385 tokens Upto Sep 2021
0128,
gpt-3.5-turbo-1106 GPT-3.5 Turbo model with improved 16,385 tokens Upto Sep 2021

instruction following, JSON mode,
reproducible outputs, parallel
function calling, and more. Returns a
maximum of 4,096 output tokens.
Learn more.

gpt-3.5-turbo-instruct Similar capabilities as GPT-3 era 4,096 tokens Upto Sep 2021
models. Compatible with legacy
Completions endpoint and not Chat
Completions.

gpt-3.5-turbo-16k Legacy Currently pointstogpt-3.5- 16,385 tokens Up to Sep 2021
turbo-16k-0613.

gpt-3.5-turbo-0613 Legacy Snapshot of zpt-3. 5-turko 4,096 tokens Upto Sep 2021
from June 13th 2023. Will be
ed on June 13, 2024.

deprec

gpt-3.5-turbo-16k-0613  Legacy Snapshot of gpt-3. 5-16k- 16,385 tokens UptoSep 2021
turbo from June 13th 2023, Will be
ated on June 13, 2024.
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OOMeta & sigscence @3 OpenAl  stability.ai Google AnTHROP\C  ®cohere  Al21labs  Inflection am__a,.zjon

Llama 2 BLOOMZ GPT-4 Stable Diffusion2 PalLM 2 Claude 2 Command Jurassic-2 Inflection-1 Titan Text  Average
Data 40% 60% 40% 20%
Labor 17%
Compute 17%
> Methods 48%
g Model Basics 63%
g Model Access 57%
“E Capabilities 62%
= Risks 24%
E Mitigations 26%
E Distribution 59%
2 Usage Policy 44%
Feedback 30%
Impact 1%

Average 57% 52% 47% a47% % 39% 31% 20% 20% 13%

10N FTERMBERA LA REILINTEBRELE FHEL

The Foundation Model Transparency Index Rishi et al.2023
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Text X: the 15th Miss Universe Thailand pageant was held at Royal Paragon Hall

Min-K% Prob il

Token Prob

the the

15 | Royal
@ - | Miss = = /

Miss -> L...:IS 4 2 ng(xgl ’ )
GPT-3 . - -

x;€{the,Royal,Miss,15}
Hall Universe
0 0075 015 0225 0.3 0 0.0750.150.225 0.3

(a) get token prob (b)select min K% tokens (c) average log-likelihood

.......................................

.......................................

Detecting Pretraining Data from Large Language Models, Shi et al.2024

13



B =it EENYSE ARG

O IogeE

B 20$FTLUREOpenAl  “Babbage”
fJembedding projection =

Stealing Part of a Production Language Model

B 2 O O O $ ﬂ L\)\ llj\X g O p en Al EI\J " g p t_ Nicholas Carlini! Daniel Paleka? Krishnamurthy (Dj) Dvijotham! Thomas Steinke ! Jonathan Hayase 3

A. Feder Cooper ! Katherine Lee' Matthew Jagielski! Milad Nasr! Arthur Conmy' Eric Wallace*

17i David Rolnick> Florian Tramér 2
3.5-turbo
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Stealing Part of a Production Language Model

L

B 2 O O O $ ﬂ L\)\ llik g C) p en AI E/\J " g p t_ Nicholas Carlini! Daniel Paleka? Krishnamurthy (Dj) Dvijotham! Thomas Steinke ! Jonathan Hayase 3

A. Feder Cooper ! Katherine Lee' Matthew Jagielski! Milad Nasr! Arthur Conmy' Eric Wallace*
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Tl 2k HIRFER X X X X vV
FIRALIE TR X X X X Vv

BIEAR X X X X Vv
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e X vV Vv _ Vv

Llama 2: Open Foundation and Fine-Tuned Chat Models, Touvron et al.2023
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LLM360: Towards Fully Transparent Open-Source LLMs Liu et al.2023
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oLMo: Accelerating the Science of Language Models, Groeneveld et al.2024
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oLMo: Accelerating the Science of Language Models, Groeneveld et al.2024 23
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