
上一节课内容目标
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 预训练模型

◼ 掌握常见四大预训练结构

◼ 理解LLaMa网络架构

◼ 了解ChatGPT形成历史

 提示学习

◼ 掌握提示学习的概念和意义

◼ 掌握提示学习的基本方法

◼ 理解提示学习中的设计考虑因素

◼ 了解最新提示学习的内容



复习：“Big Four” Pretraining Framework
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Left-to-right Masked LM Encode-decoder Prefixed LM

no decoderunidirectional more params limited capacity

BERTGPT1/2/3 MASS/T5/BART UNiLM/T5



复习：提示学习
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 Prompt is the technique of making better use of the knowledge from the pre-
trained model by adding additional texts to the input. purpose

Method



复习：PLMs and Downstream Task Models
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Traditional machine 
learning

Neural network 
methods enhanced by 
word2vec

The prompt approach 
represented by GPT3 

The fine-tune method 
represented by BERT 

No pre-training language model

The pre-trained language model 
plays the role of initializing the 
input text signal

The pre-trained language model is responsible for 
extracting high-level features from the input text 

Pre-training language models take on more 
responsibilities: feature extraction, result prediction 

Downstream 
Task Models

Pre-trained
LMs

ReasonsStages



复习：任务的“大一统”
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Objective 

modification

Task 

Reformulation



复习：提示学习
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Answer: 
{fantastic:☺, 

boring:}

Template:  [x] 
Overall, it was a 

[z] movie.

Input:  x = I love this movie.

Prompting:  x’ = I love this movie. 
Overall, it was a [z] movie.

Predicting: x’ = I love this movie. 
Overall, it was a fantastic movie.

Mapping: fantastic =>☺

Prompting Method

Input:  x = I love this movie.

Predicting:☺

Traditional Method



复习：Design Considerations for Prompt-based Methods
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 Prompt Template Engineering

 Answer Engineering

 Pre-trained Model Choice

 Expanding the Paradigm

 Prompt-based Training Strategies
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Revisit “Prompt Engineering” in 
the era of ChatGPT



Changes brought by ChatGPT
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 Left-to-right models dominate the world

Left-to-right Masked LM Encode-decoder Prefixed LM√

Cloze prompts fade into history
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Changes brought by ChatGPT
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Changes brought by ChatGPT
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Changes brought by ChatGPT
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 Left-to-right models dominate the world

 Solving traditional NLP tasks are not the most
important things

 API-based research become more popular

 Supervised fine-tuning become popular

Cloze prompts fade into history

Prompt distribution matters a lot

Zero-shot & few-shot prompting

Prompt scaling law



Changes brought by ChatGPT
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 Left-to-right models dominate the world

 Solving traditional NLP tasks are not the most
important things

 API-based research become more popular

 Supervised fine-tuning become popular

 Evaluation is difficult

Cloze prompts fade into history

Prompt distribution matters a lot

Zero-shot & few-shot prompting

Prompt scaling law

Prompt-based evaluation
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Prompt Engineering 2.0:
Design Considerations



Prompt Engineering in LLMOps
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Pre-train

Supervised 
Fine-tune

InferenceEvaluation

Deployment



Prompt Engineering: Supervised Fine-tuning
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 Prompt Diversity

◼ How does prompt diversity affect model’s
performance?

 Prompt number

◼ How does the number of prompts affect
model’s performance?

 Response Quality

◼ How does the quality of response affect
model’s performance?



Prompt Engineering: Supervised Fine-tuning
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A Survey of Recently Released “Instructions” (Zhang et al)



Prompt Engineering: Supervised Fine-tuning
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Which “instruction” data is the best? (Wang et al)



Prompt Engineering: Supervised Fine-tuning
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LIMA: Less Is More for Alignment (Zhou et al)



Prompt Engineering: Inference
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 Zero-shot Prompting:

◼ How to ask a good question that ChatGPT can better

understand you?



Prompt Engineering: Inference
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Prompt Engineering: Changes brought by ChatGPT
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 Zero-shot Prompting

 Few-shot Prompting

◼ How do I get the model to mimic a given example?

⚫ Format following

⚫ Reasoning step decomposition



“X”- of thought
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Chain-of-thought Program-of-thought Tree-of-thought



Prompt Engineering: Evaluation
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 How to evaluate a model as you desire?



Prompt Engineering: Evaluation
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 Evaluation

◼ How to evaluate a model as you desire? ChatGPT Score



Prompt Engineering: Evaluation
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 How to evaluate a model as you desire?



Prompt Engineering: Deployment
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 How to design a good preface?

◼ GPT Agent

◼ System Message

 How to prevent jailbreak prompt?



Prompt Engineering: Pre-train
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 How to prompt pre-training data so that

◼ the next word could be better predicted

◼ the stored information can be better elicited



变化中寻找“不变”：预训练模型与任务模型越来越近
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Traditional machine 
learning

Neural network 
methods enhanced by 
word2vec

The prompt approach 
represented by GPT3 

The fine-tune method 
represented by BERT 

No pre-training language model

The pre-trained language model 
plays the role of initializing the 
input text signal

The pre-trained language model is responsible for 
extracting high-level features from the input text 

Pre-training language models take on more 
responsibilities: feature extraction, result prediction 

Downstream 
Task Models

Pre-trained
LMs

ReasonsStages



变化中寻找“不变”：信息存储和访问的方式越来越近

31

 The way how information is stored
is opaque

 There is a gap between data
storing and accessing

The sentiment classification (SC) task is guessing 
which prompt should be used

reStructured Pre-training, arXiv 2022, Weizhe Yuan, Pengfei Liu



变化中寻找“不变”：信息存储和访问的方式越来越近
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变化中寻找“不变”：人与AI越来越近
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如何写好prompt?
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 Six strategies for getting better results (OpenAI)

 OpenAI Cook Book

https://platform.openai.com/docs/guides/prompt-engineering/six-strategies-for-getting-better-results
https://cookbook.openai.com/articles/related_resources
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